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Abstract—The only way to process sensitive information se-
curely is to ensure that every aspect of the processing is constant-
time: No aspect of the execution, be it algorithm, implemen-
tation, or (micro)architecture, may depend on the sensitive
information, be it in timing, code accesses, or data accesses.
In practice, however, seemingly constant-time algorithms may
leak information through unexpected data-dependent behavior
of the compiler, or through the hardware that executes them. It
is attractive to make non-constant-time implementations secure
using software layers. Therefore, there is value in frameworks
that add security to current implementations, be it as a defense-
in-depth measure, or as a measure to isolate known insecure
behavior from observation.

In this paper, we analyze what might be considered a straw-
man framework to implement such isolation: What if, in an effort
to make existing implementations increasingly resistant against
microarchitectural side-channel attacks — which mostly seem to
exploit CPU caching behavior — we not only disable Synchronous
Multithreading, but also force all sensitive accesses to use non-
cacheable memory? This would surely cut off a great deal of
known side channels.

We show that an algorithm that exhibits secret-dependent
accesses, protected by such a framework, nevertheless leaves open
one remaining exploitable hardware resource: the DRAM bank
conflict timing channel. By observing DRAM accesses using the
bank conflict side channel, we deduce secret-dependent access
patterns. We revisit, reproduce, and extend the state-of-the-art
and find that due to aggressive interleaving applied by modern
processors, the granularity of the side channel is closer to a
cacheline than to the DRAM row size. Using weak attacker
assumptions, we show full key recovery results when applied to a
cryptographic algorithm that is not implemented using constant-
time principles, using just a single trace capture. Out of 82 of
100 trials, the median brute force key recovery effort after side
channel processing was 230 or less, reducing the time required
to leak cryptographic keys to minutes.

I. INTRODUCTION

Side-channel research is an active research area [1]–[18],
as side channels may reveal sensitive secrets in practice.
Recognizing the security risks in having multiple security
domains share micro-architectural resources, which allow for
these side channel attacks, a number of generic mitigation
approaches have been proposed. We discuss some categories
here.

Generally, accurate sources of timing are needed, and
one suggestion has been to limit these [19]–[21]. Other
approaches include a generic cache side channel protection
framework [22]–[27], oblivious RAM [28]–[32], or hardware-
assisted methods [33]–[35], typically repurposing hardware
features not intended for security but having usable security
properties as a side effect [36]–[38].

Recognizing that cross-thread micro-architectural attacks
are difficult to prevent reliably, OpenBSD has disabled Simul-
taneous Multithreading (SMT) by default [39]. We assume an
unprivileged attacker that can not monitor power meters, and
therefore power side channels [40]–[42] will not work [43].
We discuss the threat model in detail in Section III-A.

A. Straw-man design of ultimate protection

In this work we aim to analyze the security properties of a
straw man cache side channel protection framework. Taking
the OpenBSD approach of minimizing side channel risks by
minimizing shared microarchitectural resources to its ultimate
conclusion, we propose what might appear to be a system
of increased protection against certain concurrent microarchi-
tectural side channels. We only consider side channels that
operate concurrently to the victim, i.e., on their own core
or CPU thread, as time-sliced approaches can be blocked by
the OS [44]. Our straw-man design proposes the following
countermeasures:

• Disabling SMT, which precludes side-channel attacks
relying on concurrent on-core resource sharing, such
as on-core caches [45], TLBs [3], branch prediction
buffers [46], line fill buffers [18], blocking a large number
of attacks [1], [12]–[17].

• Not allowing security-sensitive code to cache its code
or data, which precludes all side-channel attacks relying
on off-core caches [4], [47] or CPU interconnects [48],
[49]. (Monitoring the interconnect fabric will be able
to observe the volume of DRAM accesses, but previous
work depends on observing LLC traffic to make the attack
work.)

At first sight, this might appear to be nearly perfect protection.
After all, if there are no micro-architectural shared resources,
how can there be side channels? As we shall see, resource
sharing remains in the form of DRAM, and we shall explore
how harmless or harmful it may be as a side-channel avenue
when all other paths for side channels appear to be blocked.
For the purposes of our attack, we assume an open page
policy in the memory controller, a topic we will revisit when
discussing the threat model, in Section III-A.

This work builds upon the insights in previous research that
reverse engineers DRAM geometry [50]–[52], and analyzes
the impact on software behavior and information leakage [53],
[54]. Earlier work [53], [55] has reported on the power
of observing DRAM accesses, but in this paper we take a
different perspective: How strong is this signal if all accesses



are to DRAM, instead of just the LLC cache misses? We build
the system that the straw-man design proposes, and quantify
the answer to this question by letting a spy observe the DRAM
contention signal with fine time granularity of a victim known
to do secret-dependent memory accesses.

B. Contributions

This work makes the following contributions.
1) We propose and build the straw-man design of a seem-

ingly ideal side channel attack protection system by
marking all code pages that perform secret-dependant
operations as non-cacheable (or uncached).

2) We show that, while a system may theoretically be
not vulnerable to cache attacks, an attacker can still
monitor the DRAM bank conflict signal with high time
granularity. We reliably extract a cryptographic key from
a victim by observing the DRAM bank conflict signal
with just a single trace capture.

3) In the process, we partially reproduce and confirm the
validity of prior art on DRAM-based side-channel at-
tacks [53], but also expand it by weakening assumptions.
While [53] demonstrates a covert channel where same-
row co-residency is not required, we show that it is also
not strictly required for a spy to have access to the same
row in a bank as the victim when performing a side-
channel attack.

In summary, rather than demonstrating a new attack of great
novelty, we wish to make the novel demonstration that the
straw-man side channel defense of using only uncached ac-
cesses is at best an incomplete proposal.

II. BACKGROUND

In this section, we discuss DRAM geometry, DRAM in-
teraction with a Host (CPU/SoC), and possible timing side
channels that an attacker gets for free with modern DRAM
devices.

A. DRAM Geometry

DRAM stores data as an electrical charge in capacitors.
Several capacitors form a column and multiple columns are
further grouped into a row. Multiple rows form a bank. Since
DDR4 and Low Power (LP)DDR5, multiple banks together
could optionally form a bank group. Up to 16 DRAM banks
or 4 bank groups comprise a rank, and a single DRAM device
may include multiple ranks.

A Memory Controller (MC) acts as a Host and commu-
nicates with DRAM through an asynchronous interface. To
increase both storage capacity and throughput, a processing
element may be equipped with multiple DRAM devices, each
connected to a dedicated channel with its own MC. The phys-
ical address space is then often interleaved, for example, every
256 Bytes or 512 Bytes of physically contiguous memory
could map to a different memory channel (and thus MC) [53].

B. DRAM Commands

At a hardware level, the Host uses dedicated command pins
to issue commands over the command bus to DRAM, while the
data pins are used to transfer actual bits to and from the DRAM
over a data bus. Then, only a few commands are required to
implement support for read and write transactions:

1) Activate (ACT) takes as parameter a bank and a row.
When issued, DRAM activates the given row in the bank,
ensuring that data from the capacitors are moved towards
an in-DRAM structure typically referred to as row buffer.
After issuing ACT, MC must wait for some time before
issuing the next command. This time is referred to as
tRCD (RAS to CAS delay — RAS/CAS stands for
Row/Column Address Strobe).

2) Read (RD) or Write (WR). This commands takes as
parameter the column in the row that MC wants to access.
After issuing RD or WR, MC must wait for tCL (CAS
latency) before data can be transferred.

3) Data transfer. This is when data moves from the Host to
the Guest (DRAM) or vice versa.

4) Pre-charge (PRE). This command takes as parameter the
bank that should be closed and instructs DRAM to move
the contents from the row buffer back into the actual
capacitors. MC must always pre-charged a bank before
the next ACT. MC must wait for tRP before issuing such
next ACT.

C. Timing Side Channels in DRAM

Above commands allow for great flexibility and optimiza-
tion possibilities, depending on where the requested memory is
stored and how it is accessed. Figure 1, shows how accessing
only two addresses already introduces various optimizations
and thus timing side channels. We assume an attacking CPU
that accesses two uncached memory locations in a loop, with
sufficient time before looping back to ensure that read data
propagated back to the CPU. This ensures that the read oper-
ations are completed by MC, and that MC cannot reschedule
them. This is obtained through a memory fence (mfence on
x86) or instruction barrier (isb on ARM) and can be found
in many Rowhammer [56]–[58] Proof-of-Concepts.

In Figure 1A, our addresses fall in two different channels
(CH0 and CH1) and can thus get processed by two different
MCs concurrently. The figure shows that at timestamp 3, both
CH0 and CH1 will issue a RD instruction. Both read requests
will complete by timestamp 8.

In Figure 1B, our addresses fall in the same channel, but
in different banks. Because each bank has its own row buffer,
banks can be accessed and commanded at (almost) the same
time (bank-level parallelism). Naturally, command and data
pins are still shared (both banks are accessed by a single
MC). This means that the ACT command to row R in bank B
must be issued before MC can issue ACT B’, R’. However,
MC does not have to wait for the DRAM to complete the
expensive in-DRAM row activation operation. This makes that
the scenario in Figure 1B is only marginally slower than when
two addresses fall in different channels.
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Figure 1: Depending on where two addresses are physically located, accessing them results in different command sequences and timings. Note that this is a
simplified diagram, with each timeout, e.g., tRP, taking defined as two “time slots”

Figure 2: DRAM bank conflict signal (high latencies) and shared row-buffer
signal (low latencies).

In Figure 1C, our addresses fall in the same bank and in
the same row. Here, we depict a common optimization: When
data is requested in a row that is already open, i.e., the row is
already activated, there is no need to pre-charge the bank and
activate the row again. This is a so-called page hit and after
issuing the RD to column Y, MC will issue a second RD to
column Y’. Regardless this optimization, this scenario is still
slower than the previous ones because DRAM must now wait
for one full transfer to complete before it can start the second.

In Figure 1D, we see a worst-case scenario in which our
addresses are in the same bank, but in different rows. In this
scenario, MC must issue and wait for an additional PRE and
ACT to complete before it can read from the second address.
This is a page miss. We also refer to this as a bank conflict.

D. Timing Side Channels in Practice

In Section IV, we will demonstrate a side channel attack
on a Intel Coffee Lake platform. Showing the platform-
independence of the DRAM bank conflict phenomenon, Fig-

ure 2 shows access latencies for all possible combinations
of selecting two memory locations in a 256KB physically
contiguous uncached memory region on a Pixel 4XL device,
using a stride of 64B. The experiment is similar to Figure 3
of [57] and shows how accessing different address pairs in a
tight loop results in different access latencies. From the figure,
we can observe side channels as outlined earlier in Figure 1.
We step 64B between accesses.

We observe a recurring pattern of small squares with
high latency, e.g., at X = 1500 and Y = 0, that indicate a bank
conflict / page miss. These squares of bank conflicts are harder
to predict than those in Figure 3 of [57], but nevertheless reveal
a clear signal exists, allowing one to observe whether two
addresses fall in the same bank (but different rows).

We observe a diagonal of fast accesses from the bottom
left corner to the top right corner. These addresses are close to
each other in the physical address space and likely fall in the
same bank and sometimes also in the same channel: Zooming
in on the figure, we see that only one in four accesses is fast,
meaning that in this case, same channel, same bank, same row
accesses are faster than any other access pair. We speculate that
this is caused by an MC optimization that converts Figure 1
to a scenario in which our instruction barrier does not result
in MC pre-charging the bank. We expect that MC can avoid
the additional ACT and PRE in several successive iterations,
greatly speeding up the access time. Note that there is a limit
to how long a row can remain open, meaning that eventually
MC must issue the pre-charge and additional ACT.

Zooming on the diagonal fast access blocks, but also on
the bank conflicts blocks, we observe that only one in four
successive access pairs triggers a conflict. This suggests that
the device uses 4 channels — which is indeed according its
specification — and that each channel is 64B interleaved, i.e.,
each 64B falls in another channel.

We observe that the majority of accesses has roughly the



same access time. This is expected, as most pairs will fall in
different banks, either in the same or a different channel.

The sharp black horizontal line near X = 2000 and Y
= 3300 is a small series of measurements failures where our
timer reported an excessively large or small (negative) time
delta. These outliers are filtered and automatically replaced
with a dummy value of 0.

We observe an additional signal encoded as faint vertical
lines of slightly slower accesses, repeating every 4 accesses
(channel conflict), e.g., from X = 1500 to X = 2000, but with
gaps between groups of such vertical lines, e.g., from X =
2000 to X = 2500. We do not fully understand the origin of
this signal.

In the remainder of this paper, we focus on exploiting
the bank conflict / page miss side channel: A spy can
continuously time individual accesses to different banks to
determine whether a victim accessed that bank as well —
leaking information about the victim’s memory access pattern.

III. THREAT MODEL AND ATTACK

A. Threat Model

We assume a victim running sensitive code on a dedicated
processing core — a CPU in our case study. As the attacker
doesn’t share a core (either by a 2nd hardware thread or by
time-slicing), this precludes cross-thread side channels from
working. An attacker with access to the same machine, but
not the same core, can run arbitrary unprivileged code. We
assume no software vulnerabilities and correctly functioning
process isolation. To protect itself from cross-core side channel
attacks, the victim leverages a kernel module [23], [59] to
mark memory pages containing sensitive data and code as
uncacheable. The attacker may run on any processing element
that shares a memory controller with the victim, assuming it
is fast enough to trigger and detect bank conflicts with the
victim: our threat model does not require the attacker and
victim to share the same operating system running on the same
subsystem, only that the attacker can obtain physical memory
that can generate a bank conflict with the victim. We also
assume, for practical reasons, that the attacker can trigger the
victim at will, and that the attacker knows the code that the
victim is executing. We assume an unprivileged attacker that
does not have access to reading power meters, and so power
side channels [40]–[42] will not work [43].

The attacker may trigger the victim. This means the attacker
may cause the victim to start executing security-sensitive code,
such as a cryptographic signing operation using a private key,
an unlimited number of times. The victim will use a different,
random key each time.

While we do not show this in our case study, the victim
may run on a digital signal processing core while the attacker
process runs on the CPU, assuming the attacker can get access
to memory that can induce bank conflicts with the victim. Due
to commonly applied aggressive interleaving we believe this is
a weak assumption. For the purposes of our attack, we assume
an open page policy in the memory controller, likely causing

a relatively strong signal to the attacker compared to a closed-
page policy.

The page policy is a configuration choice that is usually
controlled by system firmware. A system administrator may
reason that selecting a closed-page policy eliminates the side
channel. We hypothesize, however, that even a closed-page
policy can leak information about whether two addresses
share a bank: Always closing the page after an access would
transpose Figure 1C to match the command sequence in
Figure 1D, but it would not remove same-bank contention.
This means that it should still be possible to distinguish same-
bank accesses (Figure 1C and D), from different-bank accesses
(1A and B). We leave quantifying the power of this side
channel under a adaptive or closed page policy to future work.

B. Attack

In our case study, both attacker (spy) and victim run on
the application core subsystem as a typical Linux process.
Both are unprivileged. The victim is a classic cryptographic
library, performing operations using bits of a private key. The
attacker and victim are running on two different physical cores.
The attacker seeks to find a single cacheline that is in the
same DRAM bank as (co-resident with) any memory that
the victim accesses while executing the sensitive code. When
successful in finding such a cacheline, the attacker can observe
the interference caused by the victim to the attacker in the
form of occasional latency increases. We assume this latency
increase is caused by row changes in the DRAM bank due to
an open row policy. This is because, if the victim accesses a
particular row, when the attacker tries to access a different row,
a precharge + activation must happen for the attacker access.
This causes a latency difference compared to the victim not
doing an access in the same bank between accesses, and this
is the basis of the side channel.

To find such a cacheline that, when accessed in DRAM,
sees a significant victim-induced disturbance, the attacker
proceeds as follows. The attacker allocates a range of mem-
ory. The attacker then guesses a cacheline from this range,
and accesses this selected attacker cacheline in a loop. The
attacker measures the latency of each access. The mean of
these latencies gives the attacker a baseline latency. After
establishing a latency baseline, the attacker triggers the victim
execution, and monitors the same cacheline again. If the
attacker-observed mean latency is now higher and above a
threshold, this cacheline is a candidate for being co-resident
with victim memory. This makes this attacker cacheline a
candidate for the side-channel attack. We then repeat the
process of capturing a trace of latencies, for many different
addresses (i.e., cachelines), while the victim is executing, and
save these traces for later evaluation.

The final step of the attack is key recovery. The assumption
is that the observed interference pattern will be different for
different parts of the keybit-dependent execution of the victim.
As an example of the attacker-observed latencies, see Figure 3.
If the attacker can recognize these phases reliably, they can
recover the key. To do this, the attacker processes the traces



Figure 3: Visualization of attacker-observed latency, before and after smooth-
ing.

Figure 4: Sketch of the insecure version point-scalar multiplication in libgcrypt
1.6.3, showing secret-dependent accesses.

void
mul_point_scalar (point result,

scalar scalar, point point)
{
for (j=nbits-1; j >= 0; j--) {
ec_duplicate_point (result);
if (bit_on (scalar, j))
ec_add_point(result,point);

}
}

using simple post-processing and a machine learning classifier,
combined with ground truth information, in order to recover
the secret key. Details of that phase follow in Section IV.

C. Victim

The software target (‘victim’) is a cryptographic
algorithm implemented in libgcrypt 1.6.3,
specifically the known-insecure version of the
_gcry_mpi_ec_mul_point point-scalar multiplication.
This routine multiplies a scalar by a point on an elliptic curve,
and is used in secret key operations such as message signing.
The secret is the scalar. The multiplication is implemented
by processing the string of secret key bits one by one,
and at each step, unconditionally doubling the result, and
conditionally adding the elliptic curve point value to the
current result. The point is only added to the result if the
secret key bit is a 1. Clearly, this makes the code execution
path secret-dependent. A conceptual sketch of the code is
shown in Figure 4, where the secret-dependent access can be
seen: the function of adding a point is only executed when a
secret key bit is 1.

IV. CASE STUDY

A. Design

In our case study, we show results of a key recovery
experiment. Our testbed is a 3.1GHz Intel i9-9900 Coffee Lake
with 2×32GB DDR4 DRAM, 1.2V, configured at 2133 MT/s.
It is running Ubuntu Linux. We were not able to definitively
determine the configuration of the memory controller w.r.t.
page policy, but we believe the latencies seen by the attacker
justify the assumption that we are seeing an open-page policy.

We attack a victim executing cryptographic code as de-
scribed in Section III-C, on which we aim to apply the straw-
man protection design as discussed in Sections I and III, as
follows:

1) Disabling SMT, precluding cross-thread side channels.
2) Marking all code that is invoked in a secret-dependent

way as uncacheable. To do this we re-use ConTExT [23],
at [59]. We do not use the code for its intended purpose,
which is defending against Spectre, so we do not intend
to imply we break the defense. For the purpose of
implementing our straw-man protection it works well,
however.

As described in Section III, the attacker collects many traces
generated from observing 100 different cachelines, each of
which showing apparent victim-sensitive latencies. Each of
these attacker cachelines are a candidate for our side channel.

To assess how many of these candidates can be used to
mount a successful attack, for each attacker cacheline we train
a SVM classifier on 4 of the captured traces using available
ground truth, and evaluate the performance of the classifier
and key recovery process using 16 other captured traces of
the same cacheline.

In order to train a classifier on a captured trace, we first
normalize the signal by subtracting the mean, dividing by
the standard deviation, and smoothing the result (a moving
average of 100 samples). The goal of the classifier is to identify
executions of the ‘duplicate’ and ’add’ phases of the secret key
processing (see Figure 4), each revealing direct information
about the secret key bits. While each of these phases may
generate hundreds of samples, we wish to know only when
they start to execute, so that we count only a single instance
each time. In other words, we wish to know the function
boundaries.

To do this, we cut a single execution trace into many
overlapping sub-traces of 300 samples each, and train the
classifier using labels depending on where the sub-trace starts.
If the sub-trace starts at the start of an ‘add’ phase, we give
the sub-trace a label of 1. If it starts at the start of a ‘duplicate’
phase, we give it a label of -1. The majority of sub-traces start
somewhere in between these two, and are given a label of 0.
If the classifier were to be operating perfectly, when asked
to classify a signal, we expect to see a short spike of label
1 whenever an ‘add’ starts executing, a short spike of label
-1 whenever a ‘duplicate’ starts executing, and 0 at all other
moments.

In all cases, each trace is processing a different, randomly
generated key. We repeat this training and evaluation process
for each of the 100 selected cachelines, each giving a set of
traces.

B. Results

In our case study, the attacker tries all cachelines from a
200kB buffer (3200 cachelines), and find that 987 (31%) give
some sort of signal when the victim is executing vs. when it is
not. As an example of a trace, see Figure 3, where we observe
the latency signal while a victim is executing, both the raw
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Figure 5: Visualization of key recovery.

latency signal and the smoothed signal. The keybit-dependent
phase of the victim is indicated by the background color.

After training on 4 training traces, the classifier is able to
correctly predict the starting moment of secret keybit phases
(labels -1 and 1) in many cases on the 16 test traces. This
can be seen in Figure 5, where the classifier output of each
moment in the trace is shown: 0 for no boundary, 1 for the start
of a ‘duplicate,’ or -1 for the start of an ‘add.’ There might
be small clusters of 1 and -1 predicted around the boundaries.
In this fragment, the predictions line up perfectly with the
ground truth (the background shade). Finally, after running a
peak detector on the classifier results, which detects a 1 or -1
prediction, and also limits the number of function boundary
predictions in an area, we get a final recovered key bitstream.

To evaluate the validity of the recovered key bits, we com-
pare the ground truth to the recovered key bits. Frequently, the
key bits will be mis-predicted - either an extra keybit, missing
keybit, or wrong keybit. Taking the reasoning from [3], we
estimate the amount of brute force necessary to go from
the initial guess to the final keybits, using the timing of the
predictions as a hint. If the predictions are too close together,
we guess the middle bit may be a spurious bit, or one of
its neighbors might be, or none of these are (total of 4).
Similarly, if we see a gap in the predictions, we guess we may
have to insert a keybit there, or none (total of 3). If a bit is
wrong, we assume we have to flip one of every bits (around
384 possibilities, depending on the number of 1 bits in the
key). We simulate this process using the optimal Levenshtein
edit sequence from guessed keybits to correct keybits, assign
the corresponding work factor for each step, and multiply the
possibilities to estimate the brute force work factor.

From one particular attacker cacheline, after training on 4
of its traces, we take 25 different traces and evaluate the key
recovery performance on the test traces. The result can be seen
in Figure 6. We see a histogram of the brute force effort to
recover the real key each time. We repeat this for 100 randomly
selected attacker cachelines: we evaluate the brute force effort
needed to recover the key for 16 different traces of a single
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Figure 6: Brute force needed for key recovery after analyzing 25 different
traces from one signal source.
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Figure 7: Histogram of median brute force effort of 16 different traces from
100 randomly selected cacheline signal sources.

cacheline, and take the median of this effort. For each of 100
cachelines, we show this median in the histogram in Figure 7.
We used a cutoff of 260 as the brute force median work factor.
3 out of 100 cases were above this cutoff. The majority of the
cachelines give a median work factor of 220 or lower.

We show that with modest brute force effort, a majority of
attacker cachelines are usable as side channel signal sources.
This shows that the DRAM bank conflict signal gives a
realistic side channel key recovery avenue for this victim.

V. CONCLUSION

We showed how an attacker can exploit timing differences
caused by DRAM bank conflicts to implement complex side
channel attacks: the page miss signal is an excellent source
to leak information about memory accesses with fine-grained
timing granularity. Our attack does not require the spy and
victim to share DRAM rows — only banks — and shows that
mitigation proposals in which sensitive code and data regions
are marked as uncached, would be likely insufficient to stop
all side channel attacks.
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